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1. DLPM for Single GPU:

Evaluation

2. D2LPM for Distributed scenario:

• Background: Achieving efficient online LLM 
inference with SLO guarantees necessitates 
isolation among different clients  (introduced in 
VTC OSDI24)

• However, existing LLM serving scheduler does not 
carefully consider both fairness and locality (in 
addition, load balance in distributed scenario).

• LPM(longest prefix match) prioritizes locality but 
will result in severe fairness issue, VTC (virtual 
token counter) ensures fairness but leads to poor 
performance

1. Workload:

3. Strict fairness bound
• Single GPU:

• Multiple GPU

2. Results:

3. Case study:

* S1 means malicious client using high request rate, 
S2 means malicious client using longer prefix.


